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a b s t r a c t

This study presents an improved car-following model accounting for the driver’s charac-
teristics and automation for longitudinal driving. We attempt to reveal some features of
driving behavior, which drivers make decision in consideration with delayed decision
and aggressiveness as well as the automated controller. The delayed decision and
aggressiveness of drivers are represented via the integral term with kernel function and
headway perturbation, and the automated controller consists of proportional–derivative
element. Stability analysis is performed both driver’s characteristics and controller gains
adopting frequency domain sweeping method. Stability regions of proposed model
show the relationships between driver’s characteristics and automated controller. Some
numerical examples are given to illustrate the effectiveness of the proposed methods
and interpret the relation between driver’s characteristics and automated controller.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Traffic accidents remain a common cause of death and disability, which approximately 90% of the cases are concerned
with the drivers [1]. The accidents may be attributed to degradation of drivers’ performance caused by such factors as
fatigue, drowsiness, or inattention. This fact has motivated major research effort aimed at helping drivers and improving
safety, especially via the use of active safety systems.

The present scientific and technical advancements offer the guarantees to develop Advanced Driver Assistance
Systems(ADAS). ADAS can assist the driver to safely drive the vehicle, which reduces work load of driving and road
accidents [2–4]. Soualmi et al. [2] classified driver assistance systems into three groups. For first group, the systems
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Fig. 1. The platoon of vehicles.

try to stabilize the vehicle by acting at a low control level so that the vehicle remains more stable and is controllable
by the driver, e.g. ABS and ESP. The common feature of such systems is their restriction to get information only on the
vehicle’s state. For second group, the systems alert the driver when a risk is detected, e.g. LDWS(Lane Departure Warning
Systems) [3], which no action is being taken to avoid the hazards. These systems can be hard to play critical role when
the driver is inattentive, even exclude the driver in the driving process [4]. For third group, the systems can take actions
and control the vehicle’s dynamics and trajectory which perform a part of the driving task, like ACC/CACC for longitudinal
control [5,6].

With regards to driver-automation interaction viewpoint, longitudinal control of vehicle with the driver and automated
controllers involves the crucial study of the interaction between two agents. Shared control [7,8] was introduced as a
guideline for driver assistance system concept. The interactions between the driver and his/her vehicle via the system
are incorporated in the same manner as those between the rider and his/her horse through the controls [8]. The states
of the system are taken into account of processing the information provided by driver state, vehicle state and traffic
conditions [9–11]. Depending on the state of each component, the decisions are taken to choose the mode: manual mode,
full automatic mode, or combined mode.

In order to stabilize traffic flow and enhance driving safety, the study of longitudinal driving along these main lines
has direct connections to developing traffic control strategies by constructing decentralized control [12–14], adaptive con-
trol [15], nonlinear control [16,17], and gain scheduling techniques [18]. The above mentioned contributions are classified
into three categories [19,20]: (i) investigating how the headway perturbations dynamics propagates upstream of traffic
flow; (ii) proposing the analysis method to reveal natural characteristics of traffic dynamics under perturbations; (iii)
designing appropriate controllers to suppress amplification of perturbations. It is important to note that there exist various
complex instability mechanisms in traffic flow investigated by linear and nonlinear analysis. Seiler et al. [21] analyzed
disturbance propagation in a platoon and showed error amplification of intra-platoon spacing under a predecessor-
following control strategy, in which each vehicle only has the relative position to its preceding one. To maintain constant
intra-platoon spacing, a predecessor-leader control strategy [22] was proposed wherein each vehicle is supposed to get
information from both its preceding vehicle and the platoon leader. In [23], platoon stability was investigated under
both predecessor-following and symmetric bidirectional communication structures with linear and nonlinear controllers,
respectively. Above-mentioned contributions investigate stability of platoon considering all vehicles are full automatic or
manual. In fact, however, the driving behaviors are a cooperative decision-making under the interaction of driver and
ADAS.

Traffic instabilities describe terrible traffic phenomena, such as oscillations, traffic waves, stop-and-go traffic and the
like. Stability analysis of traffic flow attracts the attention of researchers [24]. The methods of linear stability analysis
consider that a small perturbation of steady state will propagate with time [25–31]. For larger perturbations, nonlinear
effect of traffic flow need characterize wave profiles. The nonlinear equations of traffic flow could derive the nonlinear
characteristics [32–35], such as solitary waves, kink waves and triangular waves. Based on microscopic traffic models and
its extended models, many researchers investigated various properties of the traffic flow [36–44].

In this paper, the starting point in our study is a type of car-following mode, e.g. Pipes model [45], represented by a set
of differential equations which drivers drive at desired velocity and desired gap in a single lane without changing lanes
and overtaking (Fig. 1). Adopting this mode, we attempt to reveal the intrinsic features, where drivers make decisions in
consideration with memory and aggressiveness as well as the automated controller works in parallel to compensate the
inter-vehicle gaps. Our focus is mainly on the effects of driver’s characteristics and automated controllers which attempts
to capture new information that can be useful in designing controller gains.

This paper is organized as follows. Section 2 introduces dynamics model and its interest in the control of nonlinear
systems. Section 3 analyzes stability of the proposed model using frequency domain method. Driver’s characteristics are
revealed and correspondence relationships are obtained via investigating aggressiveness and delays in Section 4. Section 5
concludes the results of this work and gives a guideline of future works.

2. Model

Some interesting and meaningful mathematical models and the relevant works are investigated by many scholars,
which focus on the behavior of a vehicle group which consists of vehicles running on a single road without overtaking
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Fig. 2. Uniform distribution suited to depict the short-term memory effect of decision process.

shown in Fig. 1. Mathematical model of vehicle group can be expressed as nonlinear dynamic systems of the form

dvi(t)
dt

= f (hi(t − τ ), ḣi(t − σ ), vi(t − κ)), (1)

where xi is the position of the ith vehicle, vi is the velocity of the ith vehicle. Headway distance hi = xi+1(t)−xi(t), velocity
difference ḣi = vi+1(t) − vi(t). The acceleration has to be given as the nonlinear function of stimuli that are usually the
headway distance hi, the velocity difference ḣi and the vehicle’s own velocity vi. Where τ , σ , κ represent driver reaction
delays to different stimuli. To make the model more tractable, simple relations may be assumed between the different
delays. The terms with delays on the right-hand side of model (1) derive from the driver.

Linearizing model (1) around an equilibrium configuration of traffic flow, we have

hi(t) ≡ h∗, ḣi ≡ 0, vi(t) ≡ v∗, (2)

The linearization of model (1) based on form (2) can be carried out to analyze the dynamics of the small perturbations.
Defining the perturbations h̃i = hi(t)−h∗, ṽi = vi(t)− v∗. Dynamics function are simplified forms of model (1) describing
the acceleration perturbations as a function of velocity and position perturbations. We can represent the dynamics with
the linear delay differential equation

˙̃vi(t) = Ãhi(t − τ ) + B ˙̃hi(t − σ ) − C ṽi(t − κ), (3)

where the derivatives

A = ∂hf (h∗, 0, v∗), B = ∂h′ f (h∗, 0, v∗), and C = −∂v f (h∗, 0, v∗), (4)

Set ṽi(t) = ẏi(t), we rearrange Eq. (3) and obtain the linearized equations

ÿi(t) = AHi(t − τ ) + BḢi(t − σ ) − Cẏi(t − κ), (5)

where Hi(t) = yi+1(t) − yi(t) is headway perturbation between vehicles i and (i+1). The terms withyi(t) are the non-
homogeneous parts of Eq. (5) and thus i = 1, 2, . . . , n−1 with n being the number of vehicles. Eq. (5) formulates that the
driver attempts to weaken the perturbed velocity and position errors using the gains A, B and C with the control objective
of keeping constant velocity around.

We think considering driver and an automated controller with Eq. (5) is interesting and meaningful, which requires
us to develop appropriate mathematical tools for stability analysis of the proposed model. Let us discuss the proposed
model of driver behavior and how an automated controller is considered in our control problem. Driver’s behavior includes
the driver’s aggressiveness and memory. Driver’s memory effects in decision process can be modeled using particular
distribution functions to depict the short term memory of driver. One of the simplest distribution functions is uniform
function distribution inspired from Ref [20].

δi(τ ) =

{ 1
σi

, θi ≤ τ ≤ θi + σi

0, for else
, (6)

where θi is the memory dead-time of ith driver, σi is memory window. The average of memory window is represented
by (see Fig. 2).

τ i = θi +
σi

2
, (7)
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Fig. 3. Block scheme of proposed model between driver’s characteristics and automation represented by integral–differential delay equation (8).

In light of the above discussions, we present the acceleration perturbations in the ith vehicle following the (i+1)th
vehicle as

ÿi(t) = ai

∫
∞

0
δi(τ )Hi(t − τ )dτ + bi

∫
∞

0
δi(τ )Ḣi(t − τ )dτ

+Kp,iHi(t) + Kd,iḢi(t) − Ciẏi(t)
, (8)

where Kp,i and Kd,i are constant values that represent the proportional gain and derivative gain of the automated controller,
respectively. The driver’s decision is defined by the integral term of Eq. (8), which accounts for the weighted headway
perturbation and perturbation of speed difference using the kernel function δi(τ ) that describe the driver’s memory effect.
The control block scheme of Eq. (8) is shown in Fig. 3.

3. Stability analysis

We analyze string stability of the proposed model in this section. Firstly, we start to identify the transfer function and
characteristic equation of Eq. (8). Next, a frequency domain sweeping method is adapted to investigate stability conditions
both the controller gain and driver’s characteristics. Finally, some interesting phenomena of proposed model between
driver’s characteristics and automation are revealed.

3.1. The transfer function and characteristic equation

We consider proposed model between driver’s characteristics and automation derived from traffic scenario is a linear
homogeneous spatial configuration of the vehicles (Fig. 1). Therefore, we could pay close attention to string stability of
two consecutive vehicles. To simplify the notation and without loss of generality, we denote δi(τ ) = δ(τ ), θi = θ, σi =

σ , Kp,i = Kp, Kd,i = Kd, Ci = C in Eq. (8). According to control theory, transfer function between two consecutive vehicles
can be described by taking the Laplace transform of Eq. (8),

G(s) =
Yi(s)

Yi+1(s)
=

bs∆(s) + (Kd + C)s + Kp + a∆(s)
s2 + (b∆(s) + Kd + C)s + Kp + a∆(s)

∆(s) = e−sθ 1 − e−sσ

sσ

, (9)

where Yi(s) and Yi+1(s) are Laplace transforms of the perturbations yi(t) and yi+1(t), respectively. ∆(s) is Laplace transforms
of δ(τ ). The characteristic equation of Eq. (9) is the denominator of transfer function G(s),

Λ(s) = s2 + (b∆(s) + Kd + C)s + Kp + a∆(s), (10)

Based on the characteristic Eq. (10), stability properties of the input–output system in Eq. (8) can be studied.
When σ → 0, we know that δ(τ ) → ∞ and ∆(s) = 1. In other words, the uniform distribution tends to Dirac

distribution, and the characteristic equation is Λ(s) = s2 + (b + Kd + C)s + Kp + a. Based on Routh stability criterion, the
input–output system is asymptotically stable when the inequations. b + Kd + C > 0 and Kp + a > 0 are satisfied [20].

However, there are additional problems in the case that delay σ ̸= 0. The two delay parameters θ, σ are independent,
and delay σ exists as a coefficient of the characteristic equation, which is non-standard function. Meanwhile, we need
also to discuss driver’s aggressiveness.

Stability of Eq. (9) for a given set of parameters holds if and only if the characteristic roots of Eq. (10) all lie in the left
half of the complex plane C. The continuity of these roots with respect to the parameters can be shown to hold.
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In order to solve the characteristic Eq. (10), we set s = jω, where ω ≥ 0. In other words, in order to obtain stability of
input–output system (8), it is necessary to solve Eq. (11)

(jω)2 + (be−jωθ 1 − e−jωσ

jωσ
+ Kd + C)(jω) + Kp + ae−jωθ 1 − e−jωσ

jωσ
= 0, (11)

It is worth mentioning that the particular structure of the problem we are dealing with ought to be treated as the
controller gain parameter and driver’s characteristics parameters independently.

Therefore, stability analysis of Eq. (9) is addressed via two patterns in this paper: (i) when the delay parameters
and driver’s aggressiveness are given, we will reveal stability features of the input–output system in the corresponding
controller gain space; (ii) when controller gains Kd and Kp are given, we will study stability features in the corresponding
delay parameters and driver aggressiveness.

3.2. Stability features in controller gain space

A parameter-sweeping approach is adapted to analyze the regions in the gain space (Kp, Kd), where the dynamics is
characterized as stable or unstable. The boundaries parting stable from unstable regions need to be captured. The effort
to achieve this requires explicit solutions. Assume that the delay parameter (θ, σ ) is given, and frequency ω is a sweep
parameter. Extract Kp and Kd + C terms of controller gains in Eq. (11) on one side of the equation, and let the other side
of the equation be denoted by the complex function Φ(θ, σ , ω), which can be computed for any sweep parameter ω ≥ 0.
It is easy to express the controller gains as a function of ω,

Kp = P(Φ(θ, σ , ω)), (12)

and

Kd + C =
D(Φ(θ, σ , ω))

ω
, (13)

Theorem 1. The parameter Kd + C found from Eq. (13) is bounded by aτ − b for θ, σ and ω > 0, when τ is given.

Proof. We analyze some algebraic operations and trigonometric functions,

e−jωθ (1 − e−jωσ ) = (cos(ωθ ) − j sin(ωθ ))(1 − cos(ωσ ) + j sin(ωσ ))
= cos(ωθ )(1 − cos(ωσ )) + j cos(ωθ ) sin(ωσ ) − j sin(ωθ )(1 − cos(ωσ ))
−j2 sin(ωθ ) sin(ωσ )
= cos(ωθ )(1 − cos(ωσ )) + sin(ωθ ) sin(ωσ )
+j cos(ωθ ) sin(ωσ ) − j sin(ωθ )(1 − cos(ωσ ))

, (14)

According to Eq. (11), the imaginary part is extracted and one can show from Eq. (13) as follows

Kd + C =
D(Φ(δ, ω))

ω
=

2a
ω2σ

sin(ωτ ) sin(
ωσ

2
) −

2b
ωσ

cos(ωτ ) sin(
ωσ

2
), (15)

which is bounded by aτ − b as ω → 0+. This completes the proof.

The proof of Theorem 1 offers theoretic support about the boundaries that separate stability regions in the controller
gain space. Except ω = 0, we know that the points on stability boundaries cannot exceed the bound aτ − b in Kd + C .

The controller gain Kp is acquired by similar analysis as follow

Kp = ω2
−

2a
ωσ

cos(ωτ ) sin(
ωσ

2
) −

2b
σ

sin(ωτ ) sin(
ωσ

2
), (16)

From Eq. (15), notice that Kp does not have an upper bound and it approaches to infinity when ω → ∞. Then, we
discuss the specific circumstance when ω → 0+.

Theorem 2. The system expressed by Eq. (11) has an invariant root at s = 0 for Kp = −a, and double roots for Kp = −a and
Kd + C = aτ − b.

Proof. As s → 0 of Eq. (11), it is easy to obtain a solution Kp = −a that is an invariant root.
Another way to think about Eq. (11), we turn into Eqs. (12) and (13). The limits are captured when ω → 0. So we

obtain two roots Kp = −a and Kd + C = aτ − b. This completes the proof.

Theorem 3. The sensitivity of the invariant root s = 0 with respect to Kp is stability when Kd + C > aτ − b.
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Fig. 4. The sufficient stability region for proposed model accounting for driver’s characteristics and automation.

Proof. We use the implicit function theory on Λ in a small neighborhood around the origin of the complex plane, and
express that

ds
dKp

|s→0+= −
∂s
∂Λ

∂Λ

∂Kp
|s→0+=

1
(aτ − b) − (Kd + C)

, (17)

We will obtain the root at s = 0 tends to move to C− when aτ − b < (Kd + C).
A rule arising from the above Theorem is that the root at s = 0 is stability when the coefficient Kd + C is larger than

aτ − b, including the driver aggressiveness a,b and τ = θ + σ/2. This completes the proof.

Theorem 4. Given aτ − b = (Kd + C), input–output system (8) is asymptotically stable as Kp > −a.

Proof. For sufficiently large K ∗
p > 0 and K ∗

d + C > 0 in Eq. (11), it is possible to enforce Eq. (10) to have no solutions for
ω > 0. This indicates that input–output system is stable for large gains independent of driver’s aggressiveness and delay.
Since aτ − b is the bound of Kd + C for all ω > 0 and Kd + C → ∞can occur only when Kp → −a. It is easy to see that
there is a continuous path in the (Kp, Kd + C) parameter space without piercing through stability crossing curves. So, the
point (−a, aτ − b) can be chosen. This completes the proof.

In Fig. 4, the region corresponds to the sufficient stability conditions of proposed model between driver’s charac-
teristics and automation system for representative values of a, b and τ . Some numerical parameters are derived from
reference [28], where θ = 0.1, σ = 1, a = 2, b = 0.2 are taken.

3.3. Sufficient conditions of stability on controller gains

Theorem 5. The proposed model between driver’s characteristics and automation defined by transfer Eq. (9) is stable
independent of delay if three conditions are held simultaneously as follows:

(i) Kd + C + b > 0, Kp + a > 0,
(ii) K 2

p − a2 ≥ 0,
(iii) [4Kp + b2 − (Kd + C)2]((Kd + C)2 − b2) > 4a2 whenever (Kd + C)2 − b2 − 2Kp < 0

Proof. Conditions (i) guarantees stability of the delay-free system (τ = 0). Otherwise, this system does not exhibit any
s = jω solutions and it guarantees that the system maintains its stability. Eq. (11) could be divided into two parts, as
following,

Kp − ω2
+ (Kd + C)(jω) = −(bjω + a)e−jωθ 1 − e−jωσ

jωσ
, (18)
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Fig. 5. The sufficient stability conditions of Theorems 5 and 6 Surrounded by green solid curve and red solid curves.

The left of Eq. (18) is (Kp − ω2)2 + ω2(Kd + C)2. The right of Eq. (18) is bounded(bjω + a)e−jωθ 1 − e−jωσ

jωσ

2

= (a2 + (bω)2)
2[1 − cos(ωσ )]

(ωσ )2
≤ a2 + (bω)2, (19)

It is sufficient that (Kp−ω2)2+ω2(Kd+C)2 > a2+(bω)2 so that there does not exist ω satisfying Eq. (11). The conditions
could be divided into two parts: ω = 0 and ω ̸= 0. When ω = 0 there are not solutions of Eq. (8) for finite delays, yielding
condition (ii) above. For all ω ≥ 0, we analyze the quadratic equation (Kp − ω2)2 + ω2(Kd + C)2 − a2 − (bω)2 = 0. When
Kp > 1

2 ((Kd+C)2−b2), the lowest point of quadratic equation is located in the right of plane; when Kp < 1
2 ((Kd+C)2−b2),

the lowest point of quadratic equation is located in the left of plane. Obviously, the inequality of Kp > 1
2 ((Kd +C)2 −b2) is

satisfied because of ω2 > 0, and condition (iii) is satisfied considering Vieta theorem of quadratic equation. This completes
the proof.

Now let us analyze the sufficient delay-independent stability region (Kp, Kd + C). The inequalities listed in Theorem 5
are plotted and stability region is identified as shown in Fig. 5, where the boundary of condition (iii) is slope to the
boundary of Kp = a at point (Kp, Kd + C) = (a,

√
2a + b2). The conditions of Theorem 6 can be seen to be equivalent to

the three conditions above, in order to further reduce the difficulty of practical control design.

Theorem 6. The input–output system defined by transfer Eq. (9) is stable independent of delays if the two conditions hold:

(i) Kp ≥ a > 0,
(ii) Kd + C <

√
2Kp + b2

The red solid curves correspond to the boundaries defined by the inequalities in conditions (i), (ii) and (iii) of Theorem 5.
The green curve determined by Kd+C =

√
2Kp + b2 is shown to crystallize the boundary of condition (ii) of Theorem 6. The

remaining blue dotted curves represent the necessary and sufficient conditions shown in Fig. 4 given here for comparison
purposes. This completes the proof.

We conclude Theorems 5 and 6 in Fig. 5. A comparison is given in Fig. 5, where the necessary and sufficient conditions
from Fig. 4 are also displayed. By comparison, the boundaries defining the sufficient stability conditions do not intersect
with the curves related to the necessary and sufficient conditions, meanwhile, stability region associated with sufficient
conditions is smaller than that with necessary and sufficient conditions. However, an analytical solution of necessary and
sufficient conditions does not exist because it is difficult to deal with the trigonometric functions in Eqs. (14) and (15).
So, it is easy to design the controller of system (8) according to Theorem 6.
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Fig. 6. The common solutions are the intersection points of between Φ1 and Φ2 .

3.4. Stability of delay parameters of memory effect

In this section, we will attempt to reveal stability region considering delays (θ, σ ), given gains Kp and Kd +C . However,
stability analysis considering delays (θ, σ ) needs further effort since the equations are presented by implicit forms and
requires the solution of explicit functions.

In order to address the solutions of θ and σ from the characteristic Eq. (9), we restart to operate Eq. (18). By means
of algebraic manipulations, we obtain the following formula:

(Kp − ω2)2 + ω2(Kd + C)2 = (a2 + (bω)2)
2[1 − cos(ωσ )]

(ωσ )2
, (20)

The right side of Eq. (20) is seen as known entity for a given λ = σω. We sweep λ ∈ R+ and solve for ω as a function
of the remaining parameters. Due to the fourth-order form of Eq. (20), the four ω roots can be solved analytically, and
positive real roots are selected among these roots. One can compute σ via the relation σ = λ/ω. Adopting combination
method of algebra and geometry, we let Φ1 = (Kp −ω2)2 +ω2(Kd + C)2 and Φ2 = (a2 + (bω)2) 2[1−cos(ωσ )]

(ωσ )2
. Meanwhile, we

look for the common solutions, that is, the intersection points between the curves of Φ1 and Φ2(Fig. 6).
In Fig. 6, blue line corresponds to Φ1, green dash line corresponds to Φ2 when σ = 1, and red dot line corresponds to

Φ2 when σ = 2. Once σ and ω is given, the relationship of θ satisfies the phase conditions obtained from Eqs. (11), (14)
and (16).

θ = −
σ

2
+

1
ω

{
arctan

[
[a(Kd + C) + b(ω2

− Kp)]ω
a(ω2 − Kp) + bω2(Kd + C)

]
+ 2πk

}
, k = 0, 1, 2, . . . , (21)

According to the formulation of Eq. (21), there are infinite number solutions for given (ω, σ ). But they meet periodic
condition with periodicity 2π

ω
. Since Eq. (20) is complex nonlinear relation, we cannot be solved directly. However, we

could study stability regions and controller gains considering delays (θ, σ ) in the next.

4. Numerical simulation

Three case studies that consider different conditions are presented in this section. We will reveal how stability is
affected by the change of controller gains in the controlled vehicle dynamics, and how different driver aggressiveness
coefficients and memory delays are related to controller gains.

4.1. Controller gains space

Firstly, we analyze the gain parameter space (Kp, Kd +C). Based on Theorem 2, we find stability boundary and stability
region as shown in Fig. 5. Fig. 5 could be considered as the elaborate version of Fig. 4. The vertical boundary represents one
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Fig. 7. Stability region of Theorem 2 considering two conditions.

Table 1
The algorithm process.
Algorithm

Initialization
Each λ starts from zero, and adds up to large upper bound L;
for i=1 to N do
Increase λ by small steps ∆λ = L/N;
Compute the right-hand side of eq. (17) and solve ω,
If each ω meets ω ∈ R+ then
Find δ ∈ R+ via the formula σ = λ/ω,
Find θ ≥ 0 from (18) for k = 0, 1, 2, . . . , K , using σ and ω,
End if
End for

characteristic root residing at s = 0, and the remaining boundary corresponds to two characteristic roots (s = jω, ω > 0)
in the characteristic equation. The number of unstable roots can be identified in Fig. 7.

We clearly verify the analytical results we derived in the previous section. Particularly, we observe that sufficiently
large combinations made up of Kp and Kd + C make the vehicle dynamics stable. In Fig. 7, it is obvious that relatively
larger Kp gains are needed to stabilize the vehicle dynamics compared with the magnitudes of the damping terms Kd +C .
Moreover, a simple stability criterion can be formulated from Theorem 6. For example, let Kp = 3 > a = 2, then
Kd + C <

√
6.04 guarantees delay-independent stability of the closed-loop system that contributes to designing the

controller.

4.2. Driver’s aggressiveness

Next, we study how driver’s aggressiveness a and b affects stability regions. For this objective, we vary a or b to find
stability boundaries. The results are shown in Figs. 8 and 9, where the stable region is shown by different curves to avoid
confusion. In Fig. 8, when b is constant, increase of a could lead to shrinking some parts of stability regions. However, in
Fig. 9, when a is constant, increase of b could lead to enlarging some parts of stability regions. We find that aggressiveness
a and b go toward different direction.

4.3. Driver’s memory effect

We are interested in stability region affected by delays (θ, σ ) for controller gains and driver’s aggressiveness given.
The gains are chosen as Kp = 2 and Kd + C = 1.5. Driver’s aggressiveness is taken as a = 2, b = 0.2. Based on Eq. (18),
stability regions are computed, leading to Fig. 10. See Table 1 for specific algorithm.
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Fig. 8. Effect of a on stability regions when b is constant.

Fig. 9. Effect of b on stability regions when a is constant.

Fig. 10 shows stability region of delay parameters (θ, σ ) about memory effect. Interestingly, the relationship between
of dead time and memory window is depicted via triangle region. Moreover, we could observe that they are inverse
proportion in upside of triangle. We consider larger dead-time θ is consumed for by reducing memory window σ when
driver makes decision. In other words, detrimental effects that are brought by a large dead-time θ can be eliminated by
a large memory size and controllers.

5. Conclusions

We present a new car-following model accounting for driver’s characteristics and automation. The driver’s memory
effects are modeled with uniform distributions, while the automated controller is seen as PD controller without delay.
We investigate stability of model dynamics that vehicles drive in single lane without changing lanes and overtaking.
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Fig. 10. Stability region of delay parameters (θ, σ ).

Appropriate frequency-domain method is adopted to prove stability and reveal the inherent features of proposed model
between driver’s characteristics and automation. These studies demonstrate controller gains, driver aggressiveness and
delays to linear stability of the controlled vehicle dynamics, and reveal the mathematic relation of those arguments. Some
numerical examples are given to illustrate the effectiveness of the proposed methods and interpret the relation between
driver’s characteristics and automated controller, which obtains practical control design rules.
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